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Fig. 1. The painterly style from an exemplar painting (far left) is transferred to a target video sequence (bottom). Exemplar painting: © Graciela Bombalova-Bogra.

Video sequence: © Ted Forbes via YouTube.

We introduce a novel approach to example-based stylization of portrait
videos that preserves both the subject’s identity and the visual richness of the
input style exemplar. Unlike the current state-of-the-art based on neural style
transfer [Selim et al. 2016], our method performs non-parametric texture
synthesis that retains more of the local textural details of the artistic exemplar
and does not suffer from image warping artifacts caused by aligning the
style exemplar with the target face. Our method allows the creation of videos
with less than full temporal coherence [Ruder et al. 2016]. By introducing
a controllable amount of temporal dynamics, it more closely approximates
the appearance of real hand-painted animation in which every frame was
created independently. We demonstrate the practical utility of the proposed
solution on a variety of style exemplars and target videos.
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1 INTRODUCTION

Recently, neural-based style transfer has become extremely popular
thanks to the seminal work of Gatys et al. [2016] and its numer-
ous publicly available implementations like DeepArt and Prisma.
Selim et al. [2016] extended this technique to provide better results
when stylizing head portraits. In their system, additional spatial
constraints improve the resemblance between the stylized portrait
and its real counterpart. They align the style image to the target
photo and compute a set of gain maps to modify the response of
the neural network in order to suppress the local differences in
appearance.

Although their neural-based style transfer produces impressive
results on various styles, it has one key limitation. For styles that
contain rich textural information, the method tends to distort local
visual features. In some cases, the overall appearance of the syn-
thesized output becomes notably different from the original style
exemplar (see Fig. 2, top row). This issue stems from the original
method of Gatys et al. being based on a variant of parametric texture
synthesis [Portilla and Simoncelli 2000], which is known to produce
such artifacts [Efros and Freeman 2001]. FiSer at al. [2016] demon-
strated that non-parametric texture synthesis can alleviate this issue,
but it is not clear how to apply their analogy-based style transfer
technique, designed for 3D rendering, to portrait stylization.

Another issue with Selim et al’s approach is that it requires perfect
alignment (warping) of the source style with the target photo. When
the facial proportions of the stylized portrait differ considerably
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Fig. 2. Artifacts of neural-based style transfer. Top row: Selim et
al. [2016] tend to suppress important local visual features (middle), re-
sulting in an overall appearance that differs significantly from the original
style exemplar (left). Our approach reproduces them faithfully (right). Bot-
tom row: Selim et al. introduce warping artifacts (elongation and smearing)
caused by alignment of the style exemplar (left) to the target face (middle).
Our approach can transfer the style without the need to warp the exemplar
image (right). Style exemplars (top to bottom): © Gwenn Seemel, NYPD

from those in the target image, noticeable textural distortion can
occur in the stylized output (see Fig. 2, bottom row).

Lastly, similar to other work [Ruder et al. 2016], Selim et al. aim to
fully preserve temporal coherence when stylizing a video sequence,
resulting in a distinctive look in which style elements appear texture-
mapped to the subject’s face. This contrasts with the appearance
of real hand-painted animations, which exhibit a certain level of
temporal flickering - see, for example, the works of Bill Plympton,
Aleksandr Petrov’s The Old Man and the Sea, or the recently pro-
duced feature movie Loving Vincent!. Hand-painted animations tend
to preserve temporal coherence only at a coarse level because the
physical properties of artistic media make high-frequency details
very difficult to control. Creating the perception that the anima-
tion was hand-painted frame by frame requires a certain amount of
temporal incoherence [Fiser et al. 2014].

We introduce a novel approach to portrait style transfer that
preserves both the identity of the target subject and the textural
richness of the style exemplar. Our key contribution is an algorithm
that, when given a photo-style pair, automatically generates a set of
meaningful guiding channels that can be directly used as input to a
state-of-the-art non-parametric texture synthesis framework [Fiser
et al. 2016]. In contrast to neural-based style transfer [Selim et al.
2016], our technique does not require explicit image warping and
preserves low-level textural details that are important for the chosen
artistic media. Moreover, in video stylization, our approach intro-
duces a controllable amount of temporal flickering in the spirit of
Color Me Noisy [Fiser et al. 2014], which helps to deliver a fully

Uhttp://lovingvincent.com
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hand-painted look. We demonstrate the practical utility of the pro-
posed style-transfer method on various examples and perform result
comparisons to confirm that our technique alleviates drawbacks of
previous approaches.

2 RELATED WORK

Stylizing photographs and videos is one of the key challenges of non-
photorealistic rendering [Kyprianidis et al. 2013]. Besides general
purpose approaches [Bénard et al. 2013; DeCarlo and Santella 2002;
Hays and Essa 2004; Hertzmann et al. 2001; Winneméoller et al. 2006;
Zeng et al. 2009] there are techniques that take into account specific
properties of head portraits. They can be divided into filtering-based
and example-based techniques.

Filtering-based techniques [DiPaola 2007; Gooch et al. 2004; Tres-
set and Leymarie 2005; Yang et al. 2010] combine image process-
ing methods like thresholding, segmentation, posterization, edge-
detection, saliency measurement, and blurring, using parameter
settings tailored to specific features of portrait images. Although
they can achieve attractive results, the range of what they can create
is limited by the visual properties of the image processing filters
being used.

Example-based techniques alleviate the disadvantage of limited
visual range by letting the user provide an arbitrary style exemplar.
A typical approach is to decompose the face into visually important
parts like eyes, nose, mouth, and hair, and to let the artist stylize
them separately. The algorithm then spatially distributes and com-
poses those exemplars to meet the specific proportions of the target
face [Chen et al. 2002, 2004, 2002; Meng et al. 2010; Zhang et al.
2014]. Although they often provide compelling results their key
drawbacks are that the observer often recognises individual reused
templates, and without additional exemplars it is hard to achieve
a truer representation of specific visual features of the target face.
Other example-based techniques use multiscale Markov Random
Fields [Li et al. 2011; Wang et al. 2013b, 2014; Wang and Tang 2009;
Zhou et al. 2012]. They use as a model a larger database of photo-
style exemplar pairs (e.g., CUHK Face Sketch Database [Wang and
Tang 2009] with 88 training and 100 testing faces), which can re-
produce a much larger variety of target faces. Nevertheless, the
data preparation phase for a different artistic style would be very
tedious and time-consuming since the artist would need to prepare
many photo-style exemplars for different subjects. This drawback
can be partially alleviated by using techniques that understand the
example-based process on the level of individual strokes [Berger
et al. 2013; Wang et al. 2013a; Zhao and Zhu 2011]. However, al-
though these methods achieve pleasing results for some styles of
sketchy or painterly rendering, artistic styles that cannot be simply
reduced to stroke-based decomposition are difficult to handle.

Recently, Gatys et al. [2016] demonstrated that guided paramet-
ric texture synthesis [Portilla and Simoncelli 2000] with an image
representation based on deep neural networks [Simonyan and Zis-
serman 2014] can achieve impressive example-based style transfer.
Advantages of this technique are that it requires only one exemplar
image and that it can handle various different styles. Johnson et
al. [2016] later provided a solution based on feed-forward networks
that solves the original optimization problem much faster. Ruder
et al. [2016] extended the original technique to handle video, and



Selim et al. [2016] provided improvements that give better results
for portrait stylization, including portrait videos.

Despite the great success of neural-based style transfer tech-
niques, a key limitation is the inability to faithfully reproduce low-
level textural details (see Fig. 2). Fiser et al. [2016] proposed an
alternative solution based on guided non-parametric texture syn-
thesis that is able to preserve textural details, however, they use
guidance channels that are tailored to stylized renderings of 3D
models. This makes their approach inapplicable to portraits without
modification.

Another disadvantage of existing neural-based video synthesis
methods [Ruder et al. 2016; Selim et al. 2016] is that their aim is
to achieve full temporal coherence. This conflicts with the tempo-
ral properties of real hand-crafted animations, in which a certain
amount of temporal noise is always visible [Noris et al. 2011]. The
Color Me Noisy method proposed by Fiser et al. [2014] allows intro-
duction of temporal noise into an existing sequence using a random-
ized variant of a hierarchical texture synthesis algorithm [Wexler
et al. 2007]. They initialize the synthesis with a sub-sampled version
of the target frame and synthesize the remaining high-frequency
details. A key drawback of this method is that the low-frequency
content of the output sequence needs to be known beforehand. Also
the texture synthesis method of Wexler et al. often fails to preserve
textural richness of the style exemplar. Due to those limitations
Color Me Noisy is not sufficient for our portrait stylization scenario.

Besides techniques that transfer traditional artistic media styles
to head portraits, there are also approaches that transfer a specific
photographic look [Kemelmacher-Shlizerman 2016; Shen et al. 2016;
Shih et al. 2014; Yang et al. 2015]. Although their goal is not artistic
style transfer, internally they use tools such as equalization of in-
tensity levels and local contrast enhancement that can also be used
in our domain.

Our approach also shares ideas with methods for novel view syn-
thesis [Rematas et al. 2014] and constrained texture transfer [Dia-
manti et al. 2015; Jamri$ka et al. 2015; Kaspar et al. 2015; Lukac et al.
2015, 2013; Ritter et al. 2006; Zhou et al. 2017] that further extend
the original texture-by-numbers concept of Hertzmann et al. [2001].
However, none of these approaches provide a solution for faithful
artistic style transfer for facial animations.

3 OUR APPROACH

The input to our method (Fig. 4) is a style exemplar image S of a
stylized head portrait and a target video sequence T of a human
facial performance. We assume the subject is mostly facing the
camera and is not occluded by other objects (e.g., is not wearing
glasses). The task is to produce a stylized sequence O that conveys
the visual properties of the style S and respects the subject’s facial
characteristics so that the subject can be easily recognized from the
stylized sequence. In addition we need O to follow the motion of T
in a temporally coherent manner, while at the same time letting the
user control the amount of temporal noise.

To solve this task we apply guided texture synthesis [FiSer et al.
2016], which has the ability to preserve fine textural details of the
style exemplar. This approach is based on non-parametric texture
synthesis [Kwatra et al. 2005; Wexler et al. 2007], which composes
the target image by finding and blending suitable source patches.
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However, unlike standard texture synthesis, which uses only RGB
values as guidance, the individual pixels in our source and target
images contain additional guiding channels. These bias the selection
of source patches towards a preferred subset more suitable for the
particular semantic region in the target image (see, e.g., the texture-
by-numbers application of Herzmann et al. [2001]).

Fig. 4. The goal of our method is to transfer the style from a single style
exemplar (S) to a sequence of target frames T, producing the stylized output
frames O. Style exemplar: © Graciela Bombalova-Bogra. Target frames: © Ted
Forbes via YouTube.

Within the framework of guided texture synthesis our goal is to
design a set of guiding channels tailored to head portrait videos,
enabling rich, semantically meaningful style transfer with a control-
lable amount of temporal dynamics.

3.1 Overview

To produce compelling style transfer results, the guidance channels
need to satisfy a few requirements.

FiSer et al. [2016] showed that artists typically use unique styliza-
tion for different semantic regions in the stylized scene. This applies
to our domain as well; for example, in the painting in Fig. 3 the brush
strokes in the forehead are much larger than those around the eyes.
Motivated by this, we generate the segmentation guide Gseg (Fig. 3)
that subdivides the head into hair, eyebrow, nose, lip, oral cavity,
eye, and skin segments (see Section 3.2). To further encourage local
consistency of the style transfer we introduce a positional guide Gpos
that encourages the transfer of source patches to similar relative
positions in the target (see Section 3.3).

Preserving basic shading cues maintains proper facial proportions
and considerably helps the human visual system recognise the sub-
ject’s identity [Sinha et al. 2006]. However, the overall appearance
of the style exemplar and the target may differ considerably. To
alleviate this difference, we remap intensity levels and local contrast
values in the target image to be as close as possible to those in the
style exemplar while still preserving the original shading cues. Such
modified image is then used as an additional appearance guide Gapyp
(see Section 3.4).

Finally, to produce visually pleasing video, there needs to be
temporal guidance controllable by the user. In our scenario we
try to preserve the appearance of hand-drawn sequences, which
exhibit a certain amount of temporal flickering. To simulate such
a phenomenon we combine the approach of LazyFluids [Jamriska
et al. 2015] with an idea from Color Me Noisy [Fiser et al. 2014] and
introduce a temporal guide Giemp (see Section 3.5).
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Fig. 3. Overview of the guiding channels used to perform the synthesis. The segmentation guide Gseg subdivides the source and target faces into a set of
semantically meaningful regions (hair, eyebrows, nose, lips, oral cavity, eyes, and skin), for which an artist typically uses a specific stylization. The positional
guide Gpos encourages the source patches to be transferred to similar relative positions in the target image. The appearance guide Gypp helps enhance the
perception of subject’s identity by preserving local shading gradients in the target image. The temporal guide Gtemp contains blurred versions of the source
exemplar and of a motion-warped version of the previous frame to ensure coherency in the temporal domain. The amount of blur controls the amount of
temporal flickering in the output sequence. The style exemplar and the resulting output with the original target frame are on right. Style exemplar: © Graciela

Bombalova-Bogra. Target frame: © Ted Forbes via YouTube.

3.2 Segmentation guide

To generate the segmentation guide Gseg of a target frame T; (Fig. 5a)
we evaluated current state-of-the-art neural-based techniques [Jack-
son et al. 2016; Liu et al. 2015], but found them insufficiently accurate
for our purpose (see Fig. 6). Instead we use a different approach that
creates soft masks for the whole head and the skin region using
closed-form matting [Levin et al. 2008]. It takes as input a coarse
trimap that categorizes pixels as being definitely inside the region,
definitely outside, or uncertain.

To create the head region trimap (Fig. 5b) we first erode and
dilate a foreground mask obtained from automatic portrait segmen-
tation [Shen et al. 2016] (Fig. 5¢). This step helps to separate pixels
that are assumed to be definitely inside and outside the head region.
To detach the face region from the neck we further refine the trimap
using a detected chin landmark [Kazemi and Sullivan 2014] (Fig. 5d).
We render this landmark as a thick line of uncertain pixels and mark
the disconnected neck as being definitely outside. Finally we apply
closed-form matting to obtain the resulting soft mask (Fig. 5e).

To construct the skin region trimap (Fig. 5f), we use a simple sta-
tistical model of the skin. As observed by Gong and Sakauchi [1995],
separating the chromatic and luminance components helps the
segmentation of human skin. Therefore, we convert the image to
YCgCR color space and fit the histogram of Cg and Cr components
of cheek pixels with a multivariate Gaussian distribution. With it,
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we can determine the likelihood of each pixel being a skin pixel
(Fig. 5g). We then normalize the likelihood map and consider all
pixels above 0.5 to be part of the skin and adjust its trimap estimate
(Fig. 5f) from which we generate the soft mask for the skin region
(Fig. 5h).

The pixelwise difference of the facial and skin masks effectively
segment the hair region (the orange color in Fig. 5i). Masks for the
remaining segments — eyes, lips, oral cavity, nose, and eyebrows —
are estimated using detected facial landmarks (Fig. 5d). Since the
position of landmarks may be inaccurate, we avoid hard transitions
by blurring the segment boundaries using diffusion curves [Orzan
et al. 2008] (Fig. 5i).

A similar approach can also be applied to create the segmentation
guide Gseg for the style exemplar S. However, in this case the style
image can notably differ from the appearance of a real human, so
parts of this automatic pipeline such as landmark and skin detection
might fail. In this case the user helps the system by correcting
trimaps and specifying better positions for landmarks. While this is
additional manual intervention, it only needs to be done once and
can be reused for the whole sequence.

3.3 Positional guide

The positional guide Gpos for the style exemplar is very simple; each
pixel encodes its (x, y) coordinates normalized to the range of 0-1.



(h) ()

Fig. 5. Generating the segmentation guide Gseg. Given an input image (a),
we obtain a head trimap (b) using an initial portrait segmentation [Shen
et al. 2016] (c) and detected facial landmarks [Kazemi and Sullivan 2014] (d).
A soft mask of the head is computed from the head trimap using closed-form
matting [Levin et al. 2008] (e). A skin trimap (f) is estimated by thresholding
the per-pixel likelihood of being a skin pixel (g). We compute a soft mask (h)
from the resulting skin trimap. To obtain the remaining segments we use
diffusion curves [Orzan et al. 2008] seeded with the facial landmarks, and
subtract the skin from the head mask to obtain the hair region shown in
orange (i). Input image © Pedro Ribeiro Simdes via flickr.

(b) ©

Fig. 6. Comparison of facial segmentations produced by our approach (a)
with current neural-based state-of-the-art: Liu et al. [2015] suffers from
inaccurately shaped segments (b) while the method of Jackson et al. [2016]
does not support a hair segment and produces errors like the nose segment
above the left eyebrow (c).

To generate Gpos for the target image, we use the detected facial
landmarks in the style image and the corresponding ones in the
target frame. We warp the exemplar’s Gpos image using moving
least squares deformation [Schaefer et al. 2006], where positions of
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the facial landmarks in the target image T; and their connections
are used as control lines to specify constraints for the resulting
deformation field.

3.4 Appearance guide

To generate the appearance guide Gapp, we convert the target image
T; and the style exemplar S to grayscale. Then we use the method
of Shih et al. [2014] to modify the global intensity levels and local
contrast values of the target image T; to match those in the style
exemplar S. To balance the tradeoff between preserving the subject’s
identity and retaining the textural richness of the style exemplar,
we add an additional weighting channel that boosts the influence of
Gapp at certain pixels. Our experiments showed that the eyes and
oral cavity regions need to have appearance closer to the target
image and thus we use higher weights for the appearance guide to
deliver more convincing stylization results. Section 3.6 discusses
further refinements to the eye and mouth synthesis.

Our weighting scheme also gives the user additional artistic con-
trol to obtain a smooth transition between the identity of the subject
in the target image and in the style exemplar. A higher weight for
Gapp makes the results look closer to the target image (Fig. 11).

3.5 Temporal guide

For full temporal coherence, we could have applied the approach of
Jamriska et al. [2015], in which the previously synthesized frame
O;-1 is advected by the underlying motion field (we estimate it us-
ing SIFT flow [Liu et al. 2011]) and used as a guide for the synthesis
of a new frame. However, since we would like to preserve the ap-
pearance of hand-drawn sequences, which exhibit a certain amount
of temporal dynamics, we also take into account an observation
made by FiSer et al. [2014], that in real hand-drawn sequences the
temporal coherence is preserved only at lower frequencies.

In the Color Me Noisy scenario, FiSer et al. assume that the low-
frequency content of the source and target are the same, allowing the
synthesis to be started at a certain resolution level. This is, however,
not satisfied in our scenario since the style exemplar can differ
significantly from the target. Instead we propose a different solution
that follows the Color Me Noisy principle to preserve the temporal
coherence at lower frequencies, but does not require the source and
target to match. We blur the style exemplar S and the previously
synthesized frame O;_1 after advection, and use them as a temporal
guide Gtemp. The amount of temporal flickering is then controlled
by varying the cut-off frequency (width) of the blurring kernel.
Another advantage of this solution is that it decouples control over
the amount of temporal noise from other aspects of the synthesis
as will be demonstrated in Section 4.

3.6 Special treatment of open mouth and eyes

Special handling is required when the style exemplar has a closed
mouth, but the target frame shows the subject’s teeth. The guid-
ance channels described so far bias the synthesis towards using
lip patches for the teeth, leading to an unnatural and unappealing
result (Fig. 7b). To improve the quality we create a special mask
with increased weight of G,pp using the detected facial landmarks
(Fig. 7d). This map allows us to guide the synthesis to transfer lighter
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texture areas of the style exemplar to the teeth, even if they are
distant, creating a more plausible result (Fig. 7c).

Our experimentation showed that even minor defects in the eye
stylization lead to disturbing results, and without modification the
eyes often do not resemble the style exemplar (Fig. 7b). To address
this we synthesize the eyes separately, based on a special set of
guiding channels with only a hard segmentation and a normal map
(Fig. 7e, f, g). We construct these channels using the method of
Johnston et al. [2002]. After synthesizing the face, we blend in the
synthesized eyes using a soft mask of the target head to produce
the final output (Fig. 7c).

® (h)

Fig. 7. Special handling of eyes and open mouth. Without special care, the
synthesis of an open mouth does not look appealing (b). To improve that,
a mask with increased weight of G,pp (d) is used to guide the transfer of
lighter texture areas of the style exemplar to the teeth (c). Special handling
for the eyes is also needed to preserve the appearance of the style exemplar
and avoid disturbing results (b). We synthesize the eyes separately, using a
hard segmentation (iris vs. sclera) and a normal map as guiding channels,
computed using [Johnston 2002] (e, f). The synthesized eyes (g) are then
composited with the rest of the face using soft mask of the target head (h)
to produce the final output (c). Style exemplar: Viktor Ivanovich Govorkov.
Target subject: © Stépdnka Sykorovd.

3.7 Synthesis

Once we have the guiding channels (Gseg, Gpos, Gapp, Gtemp) We
can run the guided texture synthesis algorithm of Fiser et al. [2016].
A key advantage of this technique is that it adaptively encourages
uniform utilization of source patches and thus suppresses the “wash-
out” effect [Jamriska et al. 2015] inherent to other texture synthesis
techniques based on the original texture optimization strategy [Kwa-
tra et al. 2005; Wexler et al. 2007].

In our solution we also need to address a “floating texture” artifact
described by Figer et al. [2014], which is the formation of distracting
coherent islands of patches that become visible when a sequence of
images produced by non-parametric texture synthesis is played back.
To break those islands for every stylized frame Fiser et al. modify
the style exemplar using a randomized free-form deformation. This
change guarantees that the newly synthesized frame cannot contain
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Fig. 12. Comparison with publicly available implementations of neural-
based style transfer to video: DeepArt web service based on Gatys et
al. [2016] & Ruder et al. [2016] and Prisma mobile application inspired by the
method of Johnson et al. [2016]. Style exemplars (top to bottom): © Adrian
Morgan via flickr, © Adrian Morgan via flickr, © Joanna Wedrychowska via
instagram. Target subjects (top to bottom): Ted Forbes, Gabriela Daniels,
Stépanka Sykorova.

the same static region of pixels as the previous frame. However, a
fundamental issue here is that free-form deformation in fact breaks
the low-level textural consistency of the used artistic media. To alle-
viate this drawback in our solution we only slightly rotate the style
exemplar to match the dominant rotation of the subject’s face in the
target sequence. This makes the change of style exemplar consistent
with the global orientation difference between the style exemplar
and target patches. We estimate the closest relative rotation that
aligns corresponding source and target chin landmarks to have a
minimal distance in the least squares sense using the closed-form
solution described in Schaefer et al. [2006].

4 RESULTS

We implemented our method using C++ and CUDA. On a 3 GHz
quad-core CPU it takes around 30 seconds to compute all necessary
guiding channels for a one-megapixel frame. For the subsequent
synthesis we use 5 pyramid levels. On each resolution level we run
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Fig. 8. Results. The style exemplars across the top have been applied to the subjects in the left column. Target subjects (top to bottom): © Ted Forbes via YouTube,
© Gabriela Daniels, © Stépanka Sykorova. Style exemplars (left to right): © Arturo Espinosa via flickr, © Adrian Morgan via flickr, Viktor Ivanovich Govorkov,
© Adrian Morgan via flickr, © Matthew Cherry via http://matthewivancherry.com/home.html and https://www.instagram.com/matthewivancherry.artist (HAT,
oil on canvas, 48” x 48”, 2011).

4 voting iterations with 4 PatchMatch sweeps [Barnes et al. 2009].
PatchMatch is executed selectively, only done for those patches that
improved in the previous step. Also for every guiding channel in
each patch we measure the standard deviation o of pixel values.
When o < 0.01 we approximate the error metric using only the
single squared difference of mean values instead of the w? squared
differences normally used for a patch of width w. With these approx-
imations we can synthesize a one-megapixel frame in 3 minutes on
the CPU and in 5 seconds on the GPU (GeForce GTX 970).

For the previously published methods upon on which our pipeline
is built we set parameter values as recommended in the correspond-
ing papers. We also fine-tuned the specific weights for the individual
guiding channels. Gseg and Gpos have weight 5. The appearance
channel G,pp has weight 1 except in the eye and mouth regions,
where it is set to 5. Channel Giemp and the style channel have their
weights set to 3. Those values were used to generate all results
shown in this paper.
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Fig. 9. Additional results. A variety of style exemplars have been applied to the male subject from Fig. 8. Target subject: © Ted Forbes via YouTube. Style
exemplars (left to right): © Adrian Morgan via flickr, © Thomas Shahan via flickr, Egon Schiele, © Arturo Espinosa via flickr, © Scary Zara Mary via facebook,
Kazimir Malevich.

Target Without Ggeg Without Gpos Without Gapp Full guidance Exemplar

Fig. 10. Necessity of individual guiding channels. Without the segmentation guide Ggeg, exemplar patches are used in locations that are not semantically
meaningful. Without the positional guide Gpos, semantically meaningful patches are used at distant locations, e.g., patches from the sideburns are used on
top of the head. Without the appearance guide G,pp, the target subject’s identity is not preserved, e.g. the nose width and eye size. Target subject: © Jakub
Fiser. Exemplar style: © Matthew Cherry via http://matthewivancherry.com/home.html and https://www.instagram.com/matthewivancherry.artist (HAT, oil on
canvas, 48” x 48”, 2011).

Exemplar

Target Stylization strength

\

Fig. 11. Stylization strength. Controlling the weight of the appearance guide G,pp allows a smooth transition between the identity of the subject in the target
sequence (left) and in the style exemplar (right). Target subject: © Stépdnka Sykorovd. Exemplar style: © Adrian Morgan via flickr.
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Fig. 13. Comparison with neural-based style transfer [Selim et al. 2016].
Additional comparisons are in Fig. 2. Style exemplars (top to bottom): © Gra-
ciela Bombalova-Bogra, © Scary Zara Mary via facebook, © Jen Garcia via
flickr. Target subjects (top to bottom): Nick P. Law, Barack Obama, Anne
Hathaway.

Fig. 14. Based only on color information transferred from the style exemplar
to the target frame [Shih et al. 2014] (a), Color Me Noisy [Fiser et al. 2014]
is unable to synthesize an accurate result (b). When provided with our
segmentation guide Ggeg, the results improve notably, however, with low
temporal noise the synthesis suffers from the “wash-out” effect [Jamriska
et al. 2015] (c), and with high temporal noise, fidelity to the target is lost (d).
The style exemplar is shown in Fig. 13. Target subject: © Ted Forbes via
YouTube.
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To validate the need for all the guiding channels, we show the
synthesis results when individual channels have been selectively
turned off (Fig. 10). Without Ggeg the style is transferred to improper
locations in the target, without Gpos an unnatural mixture of patches
destroys the overall appearance of the style exemplar, and without
Gapp the overall appearance of the target’s subject is lost. Finally,
eliminating Gtemp removes temporal coherence in the video result.

As shown in Fig. 10, the appearance guide Gapp has a major impact
on the perceived subject’s identity. We set this guiding channel to
have greater weight in visually important regions (eyes, mouth, and
their neighbourhood).

Fig. 11 shows how controlling the weight of the appearance guide
Gapp allows a smooth transition between matching the target and
preserving the source style.

We tested our approach on various head portrait sequences of
men, women, and children using different styles and artistic me-
dia, including watercolor, oil paint, pastel, pencil, engraving, and
acrylic paint (Figures 1, 8, and 9). In contrast to neural-based style
transfer [Gatys et al. 2016; Johnson et al. 2016; Selim et al. 2016],
which has difficutlies to preserve low-level textural details of the
transferred style our technique retains visual richness for a wide
variety of styles (Figures 2, 12, and 13). Moreover, the controllable
amount of temporal flickering visible in the supplementary video
notably enhances the perception of authentic hand-painted content,
in contrast to previous fully temporally coherent attempts [Ruder
et al. 2016; Selim et al. 2016].

We also compared our approach with the Color Me Noisy tech-
nique of Fiser et al. [2014]. To get closer to their original assumption
that the target sequence has similar appearance as the style ex-
emplar, we applied the method of Shih et al. [2014] to make the
appearance of the target match that of the style exemplar (Fig. 14a).
Video results clearly show that the Color Me Noisy approach intro-
duces temporal flickering comparable to our approach. However,
lack of guidance leads to patches being transferred inappropriately
(Fig. 14b). Results can be improved if guidance is added, but at low
temporal noise levels, low-level textural details are lost leading to
the “wash-out” effect [Jamriska et al. 2015] (Fig. 14c). This is caused
by Color Me Noisy using the method of Wexler at al. [Wexler et al.
2007] to perform the synthesis. At high temporal noise levels, the
identity of the target subject is lost (Fig. 14d). Our approach decou-
ples these effects. It controls the amount of visual noise separately
from the resemblance between the identity of the subject in the
target sequence and the style exemplar.

Besides artistic style exemplars we also experimented with real-
istic exemplars such as statues (Fig. 15) and portrait photographs
(Fig. 16). The results show that our method has the potential to be-
come a more general appearance transfer tool. We envision further
development in this direction in the future.

5 LIMITATIONS AND FUTURE WORK

Although our stylization approach produces compelling results for
a variety of input styles and target subjects, it still has some limita-
tions.

Our approach has problems with style exemplars that contain
longer semantically important linear structures, like the forehead
wrinkles in Egon Schiele’s style exemplar in the third column of Fig. 9
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Fig. 15. Using our method to do photorealistic style transfer. A photograph
of a statue is used as a style exemplar (left) and transferred to two different
subjects (right). Style exemplars (top to bottom): © Country French Interiors,
© Will Murray. Target subjects (left to right): Barack Obama, Nick P. Law.

and the corresponding synthesis result. To alleviate these problems
some additional user guidance could be provided in the spirit of the
geometric constraints used in the PatchMatch algorithm [Barnes
et al. 2009].

Another limiting factor is the relatively restricted pool of available
exemplar patches, caused using a single style image for the synthesis
of the entire sequence. In real hand-painted animations, fresh new
strokes appear with every frame, making the content less repetitive
and visually more attractive. Such a drawback can be alleviated using
multiple exemplar images at the expense of taking more time for the
style preparation phase. One could also incorporate an incremental
approach proposed by Bénard et al. [2013], in which the artist locally
modifies already-synthesized parts of the animation and has those
changes immediately propagated to other frames.

Finally, a drawback of both our technique and other recent style-
transfer approaches is that they predominantly modify the subject’s
color and texture while leaving the subject’s global shape character-
istics unchanged. In real paintings, however, appearance and shape
stylization are coupled together to jointly represent a certain artistic
expression. Our failure to accommodate this can cause a notable
difference between the shape of the face in the style exemplar and
that in the synthesized image. In future work we plan to explore
how to incorporate shape aspects of the style exemplar.

A related issue, which we left for future work, is the separation of
style (e.g., the size of the brush strokes) and content (e.g., wrinkles or
a mustache). It is hard to decide algorithmically which components
of the exemplar should be transferred.

6 CONCLUSION

We have presented an approach to example-based stylization of head
portrait videos. Our technique automatically transfers style from a

ACM Transactions on Graphics, Vol. 36, No. 4, Article 155. Publication date: July 2017.

Fig. 16. An example of inverse stylization. We take a photo of a real subject
(left) and apply it as a “style” to a sketch (middle). The resulting image
(right) resembles the original photo while retaining the overall structure of
the sketch. Target subject: © Profimedia. Exemplar style: © Jared Houghton
via DeviantArt.

single exemplar image to a head portrait in motion while preserving
the subject’s identity. It transfers both the overall look and the low-
level textural details of the exemplar. We introduce a controllable
amount of temporal flickering, which creates the perception that the
sequence was painted frame-by-frame. Despite the current trend
in applying neural-based techniques to image synthesis tasks, our
results confirm that even a simple non-parametric texture synthesis
framework can achieve state-of-the-art results.
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